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Abstract
In this work, we propose for the first time a zero-
shot approach for flexible open domain extreme
super-resolution of images which allows users
to interactively explore plausible solutions by us-
ing language prompts. Our approach exploits a
recent diffusion based text-to-image (T2I) gener-
ative model. We modify the generative process
of the T2I diffusion model to analytically enforce
data consistency of the solution and explore di-
verse contents of null-space using text guidance.
Our approach results in diverse solutions which
are simultaneously consistent with input text and
the low resolution images.

1. Introduction
The goal of image super-resolution is to recover a high-
quality image, given a low-resolution (LR) observation y.

y = Ax+ n (1)

where A, x and n represent the down-sampling operator,
ground truth image and measurement noise respectively. Im-
age super-resolution is highly ill-posed, especially at large
super-resolution factors with many valid solutions satisfying
the data consistency accurately. Yet, recent state-of-the-art
supervised deep networks for super-resolution (Chan et al.,
2021; Wang et al., 2022) recover only a single image from
this solution space. On the other hand, deep learning based
stochastic estimators also exist (Lugmayr et al., 2020; Li
et al., 2022; Kawar et al., 2022; Wang et al., 2023), which
use conditional or unconditional generative models to sam-
ple from the solution space. A few works also allow explor-
ing the solution space, using graphical user inputs (Bahat &
Michaeli, 2020) or semantic maps (Buhler et al., 2020), or
text (Ma et al., 2022). Yet, even these methods are trained
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Figure 1. Text guided exploration of multiple perfectly consistent
solutions to image super-resolution. Example solutions for input
prompts of the form ‘A photograph of {key word}’ are depicted.

for specific classes and super-resolution factors. A flexible
method which allows text-guided exploration of solutions
space for various downsampling factors on open domain
images does not exist.

In this paper, we propose for the first time a zero-shot ap-
proach to open domain image super-resolution using simple
and intuitive text prompts. Our goal is to explore diverse,
semantically accurate reconstructions which preserve data
consistency with the low-resolution inputs for different large
downsampling factors without explicitly training for these
specific degradations. Towards this goal, we utilize a recent
diffusion based text-to-image (T2I) generative model DALL-
E2 (Ramesh et al., 2022) and adapt it for super-resolution,
by modifying the reverse diffusion process. We incorporate
the range space-null space decomposition (Schwab et al.,
2018; Bahat & Michaeli, 2020; Chen & Davies, 2020; Wang
et al., 2023) into the reverse diffusion to analytically enforce
data consistency of the solutions, while exploring diverse
contents of null-space as proposed in (Kawar et al., 2022;
Wang et al., 2023). As text guided diffusion takes places
in a down-sampled pixel space in DALL-E2, we adopt a
two stage approach in enforcing the data consistency by
modifying the measurement model accordingly in the down-
sampled space. We propose an embeddings averaging trick
to align text guidance with the input observation and im-
prove reconstruction quality. Fig. 1 demonstrates that this
approach can successfully recover solutions with high data
consistency and semantic consistency with the text input.
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2. Background
2.1. Denoising Diffusion Probabilistic Models (DDPM)

DDPM generative models (Ho et al., 2020) employ two
diffusion processes: i) A forward process slowly noising
a data sample x0 into Gaussian distribution N in T steps,
with the evolution of a sample xt at time-step t given by:

q(xt|xt−1) := N (xt;
√

1− βtxt−1, βtI)

i.e., xt =
√

1− βtxt−1 +
√

βtϵ, ϵ ∼ N (0, I),
(2)

where {βt}Tt=0 is the noise variance schedule. ii) A learned
reverse process using iterative denoising to generate samples
from the training data distribution q(x) in T steps given by:

p(xt−1|xt,x0) := N (xt−1;µt(xt,x0), σ
2
t I), where

µt(xt,x0) =
1
√
αt

(
xt − ϵθ(xt, t)

1− αt√
1− ᾱt

)
and

σ2
t =

1− ᾱt−1

1− ᾱt
βt, with αt = 1− βt, and ᾱt =

t∏
i=0

αi.

(3)
Clean images are generated by iterative sampling (3) in
the reverse diffusion process exploiting the learned neural
network noise approximator ϵθ.

2.2. Range Space-Null Space Decomposition

When there is no measurement noise in (1), i.e. y = Ax,
pseudoinverse operation A†y produces the minimum norm
solution with perfect data consistency. Any other sample of
form (A†y + xδ) is also data consistent, as long as xδ lies
in the null space of A. Note that x can be decomposed as:

x ≡ A†Ax+ (I−A†A)x. (4)

Here A†Ax is in the range space of A (with AA†Ax ≡ y)
and the component (I−A†A)x is in the null space of A,
(with A(I−A†A)x ≡ 0). Given an approximate solution
x̄, Eq. 4 can be used to construct a data consistent solution
(Bahat & Michaeli, 2020; Wang et al., 2023) given by x̂

x̂ = A†y + (I−A†A)x̄. (5)

2.3. Null Space Consistency in Diffusion Models

(Wang et al., 2023; Kawar et al., 2022) utilize the range
space-null space decomposition in the reverse diffusion pro-
cess to obtain data consistent solutions. At time step t,

x0|t =
1√
ᾱt

(
xt − ϵθ(xt, t)

√
1− ᾱt

)
(6)

gives the estimate of the clean image. In noise-less case, a
rectified data consistent estimate x̂0|t is obtained as:

x̂0|t = A†y + (I−A†A)x0|t. (7)

This rectified data consistent estimate is used in subsequent
sampling from p(xt−1|xt, x̂0|t) in (Wang et al., 2023).

2.4. DALL-E2 unCLIP

The T2I model DALL-E2 (Ramesh et al., 2022) uses two
main modules for text guided image generation: i) a dif-
fusion based prior to produce CLIP image embeddings
(Radford et al., 2021) zi from encodings of the input prompt
c, with zi encapsulating what the prior sees from the text
prompt. ii) a conditional diffusion based decoder to gen-
erate images conditioned on CLIP image embeddings and
text embeddings z = {zi, zt}. The framework is referred
to as unCLIP, as it generates images by inverting CLIP
embeddings. Text conditioned diffusion is performed in
a down-sampled pixel space for improved computational
efficiency, yielding a lower resolution image. This is subse-
quently super-resolved in a diffusion based module to obtain
a higher resolution output.

3. Method
Given a low resolution image y with known downsampling
operator A, our goal is to generate data consistent solutions
x̂ whose attributes can be varied using input text prompts c.

Data Consistency : Ax̂ ≡ y,

Semantic Consistency : x̂ ∼ q(x|c),
(8)

where q(x|c) denotes the distribution of images with seman-
tic meaning provided by the text prompt c. Towards this goal
we employ null space consistency enforcement described
in Sec. 2.3 in the conditional reverse diffusion process of
the unCLIP model. To take into account two-stage diffusion
in theunCLIP model, we adopt a two-stage consistency en-
forcement. We first recover a lower resolution xLR using a
modified measurement ALR in the down-sampled space of
text-conditioned decoder ϵθ, conditioned on embeddings z
produced from the text input c. The current estimate of the
low resolution clean image at each step is given by:

xLR0|t =
1√
ᾱt

(
xLRt − ϵθ(xLRt , t|z)

√
1− ᾱt

)
. (9)

and the consistency rectified estimate is given as

x̂LR0|t = A†
LR

y + (I−A†LRALR)xLR0|t . (10)

For the subsequent diffusion for super-resolution using the
model ζθ, we consider the actual measurement operator
A, with corresponding null space consistency rectification.
Our final two stage approach is summarized in Algorithm 1.
In practice, we accelerate the reconstruction by starting at
an earlier time step t0 < T for both the reverse diffusion
processes, and use fewer number of steps between between
[1, t0] in the reverse diffusion. Due to this acceleration, and
text conditioned diffusion in the smaller dimensional pixel
space, our method can produce fast reconstructions.
Embeddings Averaging Trick When the image embed-
ding zi as imagined by the prior does not structurally align
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Algorithm 1 Our Approach
xLRT

∼ N (0, I)
for t = T, ..., 1 do
xLR0|t =

1√
ᾱt

(
xLRt

− ϵθ(xLRt
, t|z)
√
1− ᾱt

)
x̂LR0|t = A†

LR
y + (I−A†LRALR)xLR0|t

xLRt−1 ∼ p1(xLRt−1 |xLRt , x̂LR0|t)
end for
xLR ← xLR0

xT ∼ N (0, I)
for t = T, ..., 1 do
x0|t =

1√
ᾱt

(
xt − ζθ(xt, t|xLR)

√
1− ᾱt

)
x̂0|t = A†y + (I−A†A)x0|t
xt−1 ∼ p(xt−1|xt, x̂0|t)

end for
return x0

with the observation, it leads to unrealistic images. To al-
leviate this, we propose to modify zi for better structural
consistency with the degraded input:

zi = (1− λ)ziprior + λE(A†y) (11)

where E is the CLIP encoder used in training the DALL-
E2 unCLIP model. This embeddings averaging trick im-
proves structural consistency of the image embedding with
the input observation. We found reasonable outputs with
λ ∈ [0, 0.6] with lower values of λ for higher SR factors,
see Fig. 2 for result with and without this trick.
Implementing A and A† In case of down-sampling by
averaging with scale n, A becomes the average pooling op-
erator, and corresponding A† would replicate the pixels n2

times. To super-resolve images produced by bicubic down-
sampling, we use SVD to construct the pseudo-inverse
(Kawar et al., 2022) A = UΣVT , A† = VΣ†UT .

4. Experiments and Results
We perform our experiments using the publicly available im-
plementation of the unCLIP model (Lee et al., 2022) trained
on 115M image-text pairs, with resolutions of 64× 64 for
text conditioned decoder and 256× 256 for the subsequent
super-resolution. We use this model directly without further
fine-tuning for super-resolution with large SR factors. This
problem is severely ill-posed and allows exploration of a
larger solution space, and is therefore an ideal setting to test
our method on exploring diverse solutions. Fig. 3 shows
qualitative results of our approach for natural images and
faces. We compare sample reconstructions of our approach
with (Wang et al., 2023) trained on CelebaHQ dataset (Kar-
ras et al., 2018) on sample face images from Set5 (Bevilac-
qua et al., 2012), and on an image of an African man. Since
both the approaches impose data consistency in reverse dif-
fusion, their solutions achieve LR PSNR values > 50 dB.

Figure 2. ×16 SR results with (bottom) and without (top) averag-
ing trick with λ=0.4, and text prompt ‘a high-res photo of a cat’.

However, the vanilla DDNM offers no scope of controlling
the output using text. Further, even for a single text input,
our results show a greater diversity in pose, backgrounds
and lighting and content. On the other hand, solutions of
(Wang et al., 2023) show limited diversity indicating limited
variations in lighting and pose in the training data. On face
images such as the ‘baby’ or unaligned face of a ‘woman’
from Set5, the solutions recovered by (Wang et al., 2023)
are unsatisfactory, indicating that diffusion model trained
on a specific domain, does not generalize well to images
that are slightly out of distribution. Even when restoring the
down-sampled version of an image of a face of an African
man, the solutions of (Wang et al., 2023) either contain
some artifacts (for ×16 SR) or exhibit a very limited diver-
sity in terms of pose, expression and perceived race of the
reconstructed face image. Recent work (Salminen et al.,
2020) on biases in StyleGAN (Karras et al., 2019) demon-
strates severe racial bias in generation (generating pictures
of white people 72.6%), which is inherited by algorithms
using StyleGAN for reconstruction (Menon et al., 2020). It
would be interesting to investigate the presence of such bi-
ases in diffusion models. In contrast to the diffusion model
trained on CelebA-HQ faces, our results demonstrate greater
diversity in pose, expression, age, lighting and background,
and use of text effortlessly enables reconstruction of faces
with varying personal attributes including age, gender, race.

5. Discussion and Conclusion
We proposed for the first time a flexible method for image
super-resolution through user provided text prompts through
the use of a pretrained text-to-image diffusion model DALL-
E2 unCLIP. Our approach generates semantically accurate
solutions satisfying perfect data consistency. The perfor-
mance of the proposed method depends on and is limited
by the generative capabilities of DALL-E2 unCLIP, and it
inherits the biases of it’s training data. Our work opens up
a promising direction of developing efficient tools for text
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guided exploration of image recovery.
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‘A crown with blue jewels and diamonds..’

‘A fat blue jay sitting on a broken limb of a leafless tree.’
a) Exploring multiple consistent solutions for the same text prompt ×16 SR on samples from nocaps dataset (Agrawal et al., 2019).
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LR ←−−−−−−−−−− Ours: ‘a baby face with knitted cap’ −−−−−−−−−−−→←−−−−−−−−−−−− DDNM(Wang et al., 2023) −−−−−−−−−−−−→

×
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2

LR ←−−−−−−−−−− Ours: ‘a woman face with head band’ −−−−−−−−−−−→←−−−−−−−−−−−− DDNM(Wang et al., 2023) −−−−−−−−−−−−→

×
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LR ←−−−− Ours: ‘a man’, ‘man+grey hair’, ‘man+smile+glasses’ −−−−→←−−−−−−− DDNM-CelebA-HQ (Wang et al., 2023) −−−−−−−−−→

Figure 3. Qualitative evaluation, (top) ×16 SR on natural images, (bottom) comparison with (Wang et al., 2023) on faces.
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